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ABSTRACT: The use of computers, smartphones, tablets, Internet of Things (IoT) devices, and other digital sources 
has increased recently as internet usage has grown widely. This digital world has also tended to grow in an 
unpredictable fashion in the health sector, which has roughly 10% of the world's data and is still growing faster than the 
other sectors thanks to new generation digital medical equipment. This development has significantly increased the 
volume of data generated that is unresolvable using traditional techniques. An effective model for storing medical 
photographs using a distributed file system structure has been created in this work. A serverless, scalable, reliable, and 
available solution structure has been created with this effort, particularly for the storage of massive volumes of data in 
the medical industry. Additionally, by using synchronously encrypted file contents, user credentials, and static Internet 
protocol (IP), the system's security level is quite high. The system's easy scalability and fast performance are among its 
most crucial qualities. This makes the system more resilient than others that employ name node architecture and allows 
it to function with less hardware components. Compared to other systems that use name node architecture, this one can 
function with less hardware components and be more reliable. Based on the test findings, the designed system 
outperforms a Not Only Structured Query Language (NoSQL) system by 97%, a relational database management 
system (RDBMS) by 80%, and an operating system with an OS by 74%. 
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I. INTRODUCTION 

 
Information technology has advanced globally in recent years, and the amount of data generated in all disciplines has 
expanded tremendously due to internet usage. The quantity of people using the internet was In 1995, 16 million. 2000 
saw 304 million, 2005 saw 888 million, 2010 saw 1.996 billion, 2015 saw 3.270 billion, and 2017 saw 3.885 billion [1–
3]. Globally, 2.5 exabytes (EB) of data are created every day. Additionally, since 2015, 90% of the data generated 
worldwide has been produced. The data produced spans a wide range of industries, including the energy, aviation, 
meteorological, IoT, and health sectors. Similarly, the amount of data generated by social media has increased 
significantly. In 2014, Google processed hundreds of petabytes (PB) of data every day, in addition to Facebook.com 
storing 600 TB of data daily [4,5]. The health sector has also seen a notable growth in data generation, which has been 
sparked by the growing adoption of digital medical imaging peripherals. Additionally, the amount of data generated in 
the health industry has increased to the point that it is difficult to handle using conventional data management gear and 
software. By maintaining patient records, developing medical imaging to aid physicians in diagnosis, preserving survey 
results, and converting numerous gadgets into digital format, the healthcare industry has amassed a large number of 
data. Data from a variety of sources, including patient records, lab findings, X-ray machines, computed tomography 
(CT) scans, and magnetic resonance imaging (MRI), can be both structured and unstructured. The number of patients to 
be served is expected to grow exponentially due to the apparent continual increase in the world's population and 
average longevity. The volume of data gathered rises sharply in tandem with the number of patients. Additionally, 
comprehensive digital healthcare devices facilitate the addition of higher-density graphical outputs to the expanding 
data set. The U.S. healthcare sector's data quantity in 2011. It seemed to have reached 153 EB in 2013. This figure is 
predicted to rise to 2.3 ZB in 2020. For instance, the Electronic Medical Record (EMR) grew by 31% between 2001 
and 2005 and by over 50% between 2005 and 2008 [6, 7]. Although the data quantities for neuroimaging operations 
increased to about 200 GB yearly between 1985 and 1989, they really increased to 5 PB annually between 2010 and 
2014, indicating an increase in data in the health sector [8]. 
 
In this way, the growing amount of data generated globally in all disciplines has led to the emergence of new issues. 
The data storage and analysis now provide significant hurdles. It is now more expensive to store data than to collect it 
[9]. The production, storage, and manipulation of data has therefore expanded significantly, leading to the emergence of 
"big data" and data science/knowledge [10]. Variety, velocity, and volume are the three ideas that make up "big data." It 
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might be particularly challenging to find a suitable method to address these problems when it comes to medical 
information. 
 
Big data problems in healthcare and the objectives of the study according to the previous arguments are listed as 
follows: 
1.Growing number of patients: both the average lifespan and the world's population appear to be growing. For instance, 
since 2012, the number of doctor visits in Turkey has increased by almost 4% year [11]. Additionally, the number of 
visits to a doctor per capita in health care facilities was 8.6 in 2016 compared to 8.2 in 2012. More data must be 
controlled because as the number of patients rises, so does the volume of data that is gathered.  
2.The vast amount of data that needs to be saved is indicated by the high-resolution graphical outputs produced by 
comprehensive digital healthcare devices. 
3.Expert staff requirements: qualified information technology specialists must be employed to deploy, administer, and 
store big data solutions in order to manage big data in institutions employing Hadoop, Spark, Kubernetes, 
Elasticsearch, etc.[12].  
4.Small file size issue: existing healthcare solutions, including Hadoop-based solutions, have 64 MB block sizes, as 
explained in the next section. This causes performance flaws and needless storage utilization, known as "internal 
fragmentation," which is challenging to fix.  
5.Hospital Information Management Systems (HIMS) are all-inclusive software and associated technologies that 
facilitate improved patient tracking and care by assisting healthcare providers in creating, storing, retrieving, and 
exchanging patient data more effectively. Important non-functional characteristics of HIMS are (a) availability, (b) 
performance, (c) scalability, and (d) resilience. These characteristics mostly rely on the data management architecture 
that has been built, which comprises installed software tools and configured hardware. HIMS is solely in charge of 
resolving big data issues. HIMS is far more than just a conventional application program or an IT project. In order to 
accomplish the goals of the healthcare providers, third-party software tools are required. 
 
The goal of this project is to acquire a middle-layer software platform that will aid in filling these gaps in healthcare. 
Stated differently, a server-cluster platform has been put in place to store and retrieve health digital image data. It 
serves as a link between HIMS and different network hardware resources. This study has five main objectives: 
1. To construct a distributed data layer between the server-cluster platform and HIMS in order to address the rising 

data problem.  
2. This solution lowers operating expenses by eliminating the need to hire IT specialists for the installation and 

deployment of well-known big data technologies. 
3. To put into practice a novel distributed file system architecture in order to address non-functional characteristics 

that are vital to HIMS, such as performance, security, and scalability. 
4. To demonstrate and substantiate the possibility of many effective big data solutions.  
5. In particular, to effectively address these deficiencies for our university's HIMS.  
The first component of this paper outlines common data processing techniques. The literature on the topic is covered in 
the second section, and the materials and methods portion, which outlines the adopted strategy, is covered in the tird. 
The evaluation that results from our labor is concluded in the final part. 
 

II. OBJECTIVE OF THE STUDY 

 
The objective of the study focused on creating a file system architecture to address health large data archiving and 
storage issues with distributed file systems is to design a scalable, efficient, and secure method for managing vast 
amounts of health-related data across distributed systems. Specifically, the study would aim to achieve several key 
goals: 
1. Scalability: Develop a file system that can efficiently handle the increasing volume of health data, such as patient 

records, medical imaging, and genomic data, which continues to grow rapidly with advancements in healthcare 
technologies. 

2. Fault Tolerance and Redundancy: Ensure that the system can maintain data availability and integrity even in the 
event of hardware failures, network disruptions, or other potential risks. This would involve implementing 
redundancy mechanisms such as replication across multiple nodes in the distributed system. 

3. Performance Optimization: Optimize data retrieval and storage processes to ensure that large datasets can be 
quickly accessed and processed, especially in critical healthcare environments where time-sensitive access to data 
is crucial. 

4. Security and Privacy: Address healthcare-specific regulatory requirements like HIPAA (Health Insurance 
Portability and Accountability Act) by incorporating strong encryption, authentication, and authorization 
mechanisms to protect sensitive medical data from unauthorized access. 
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5. Cost Efficiency: Develop a cost-effective solution by leveraging distributed resources, optimizing storage usage, 
and reducing the overhead involved in managing large health data volumes across multiple geographic locations. 

6. Data Integrity and Long-Term Preservation: Design the file system to ensure the integrity and durability of health 
data, addressing challenges related to long-term data storage and ensuring that archived data remains accessible 
and uncorrupted over extended periods of time. 

7. Interoperability and Standardization: Ensure that the proposed file system can integrate with existing healthcare 
infrastructure, such as electronic health records (EHR) systems, medical devices, and cloud platforms, while 
adhering to established standards for healthcare data formats (e.g., DICOM, HL7). 

 
Relational database management systems (RDBMS) and NoSQL database systems are two prevalent application 
architectures found in database systems. The most well-known and popular systems for this purpose are RDBMSs, 
which are structured data storage systems. The right kind and format of data must be used for processing. A single 
database can support numerous users and applications in these systems. These systems have many limitations, 
including atomicity, consistency, isolation, and durability, and the data structure needs to be specified beforehand 
because they are based on vertical growth functionality. Today, there is a growing skepticism regarding the stringent 
regulations that render these systems essential. However, the initial installation expenses are considerable because of 
the technology and software that are being employed. One of the main reasons they aren't used in big data issue solving 
is that the horizontal scalability feature will be very unsatisfying and challenging to maintain, especially as the volume 
of data increases. Furthermore, compared to file systems, these systems are more complicated.  

 

It, above all, is not appropriate for huge data. The inability of RDBMSs to handle large amounts of data has led to the 
emergence of NoSQL database systems as a substitute. These systems are primarily designed to store the growing 
amounts of internet data and to respond to the demands of high-traffic systems using semi-structured or unstructured 
forms. According to RDBMSs, NoSQL databases are systems that offer high accessibility and facilitate horizontal data 
scaling [13]. Performances in reading and writing can be more acceptable than RDBMS. Their ability to spread 
horizontally is one of their most crucial characteristics. Big data can be processed by a cluster of thousands of servers. 
Their flexible structures make them simple to manage and program. Data processing rates have increased as a result of 
these systems' requirement to perform grid computing in clusters, which are made up of numerous machines connected 
to a network. In addition, its data security measures are not as sophisticated as those of RDBMS. Professional technical 
assistance and documentation are absent in several NoSQL initiatives. Additionally, NoSQL database systems lack the 
idea of transactions and are not appropriate for use in banking and financial systems due to the possibility of data loss 
[14]. 

 

The second method, referred to in the literature as "file servers," uses the fundamental file management features of 
operating systems (OS). The underlying operating system file structure contains files and folders where medical image 
data is kept in this system. The file system used by operating systems is hierarchical. The files in this structure are 
arranged in a "directory," which is a tree structure. HIMS determines how file servers store files based on patient 
information, policlinic name, image kind, and file creation date. Through the use of system calls, which give storage 
devices a low-level interface with the assistance of the operating system, HIMS carries out read and write operations. 
The benefits of using file servers are their acceptable file operation performance, ease of implementation, and 
simplicity of delivery. Because the operating system has been designed with file management in mind, writing, 
deleting, reading, and searching files on it is a reasonably quick procedure. Operating systems, in particular, are more 
flexible and perform better than RDBMS and NoSQL systems. However, the OS's lack of horizontal scalability 
prevented it from utilizing these benefits to be a good big data solution model. Serving system calls to other apps is OS 
file management's primary responsibility. Therefore, the OS is not the solution by itself, but rather a component of it. 
Data cannot be scaled to the size of the data, backup and file transfers cannot be done reliably, and data storage is not as 
secure as other ways. It appears that huge data issues cannot be resolved by the operating system alone. 
 
Distributed File System (DFS), sometimes known as "distributed file systems," is the third technique. These are the 
most recent systems that assume that machines in different places are part of a same framework and offer the best 
solution to the big data challenge. Big data analytics and storage are the main uses for Hadoop DFS and MapReduce. 
The literature also discusses the usage and criticism of hybrid systems, such as Hadoop and NoSQL. The use of the 
Hadoop ecosystem in the healthcare industry does have certain disadvantages, though. The first is the little files issue, 
which means Hadoop is unable to effectively store and handle these kinds of files [15]. An example of this would be a 
1 GB file that contains 16 64 MB Hadoop pieces.  
 
A name node contains 2.4 KB of space. Nevertheless, 100,000 100 KB files take up 1 GB of data node capacity and 1.5 
MB of name node space. This implies that processing small files requires more MapReduce operations. Given that the 
typical size of medical picture files in the healthcare industry is 10 MB, a new DFS system is required to support 
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systems with a lot of little files. This paper suggests a novel approach to this problem by using a node structure without 
a name and a short block size. This study was conducted for 26 healthcare organizations from Europe and the United 
States that employ Hadoop/MapReduce [16]. However, this study also notes that more thorough analytical methods, 
such as deep learning algorithms, are needed to meet the demands of an increasing volume of unstructured data. Liu 
and Park provided a thorough examination and discussion of Hadoop/MapReduce and Storm frameworks for big data 
in healthcare. It claimed that a performance gap prevents Hadoop/MapReduce from being utilized in real-time systems. 
As a result, they have put forth the BDeHS architecture, a unique health service paradigm with three main advantages. 
On the other hand, MapReduce claims that Spark and Storm are better suited for real-time data analytics of big datasets 
[17]. One study offered comprehensive details on the architectural layout of the "MedCloud" personal health record 
system, which was built on top of Hadoop's ecosystem [18]. Another study by Erguzen and Erdal examined big data in 
healthcare. To store regions of interest (ROIs) from MRIs, a new file format and achievement system were created. To 
put it another way, they took the ROI parts of the image—which held important patient information—and threw away 
the rest, or non-ROIs. The ROIs were then saved in the newly created file structure, with a success rate of roughly 30%. 
However, the goal of this work was not to efficiently store vast data on DFS, but rather to reduce the image sizes [7]. 
The other study by Raghupathi and Raghupathi revealed that the Hadoop ecosystem has major disadvantages for 
medium- or large-scale healthcare providers: (a) it necessitates a high level of programming expertise for MapReduce 
data analytics tasks; and (b) it is nearly impossible to install, configure, and manage the Hadoop ecosystem entirely, 
making it impractical for medium- or large-scale healthcare providers [12]. 
 
One of the enterprise-scaled open source solutions available today is Hadoop, which enables the storage of large 
amounts of data with thousands of data nodes and the use of MapReduce for data analysis. Hadoop does have three 
drawbacks, though. The first is that handling many little files is made difficult by Hadoop's 64 MB block size by 
default [15]. Internal fragmentation is the gap created when a file smaller than 64 MB is placed in a 64 MB Hadoop 
block. The block size on our system is 10 MB, which indicates less internal fragmentation because it was built based on 
the typical MRI file size. Second, when the system must function in a real-time setting, performance issues become a 
major concern. The third problem with Hadoop is that proper system construction, operation, and maintenance 
necessitate expert assistance. These disadvantages are the main reasons we came up with this possible remedy. In order 
to store and manage healthy huge data, a unique distributed file system has been created. For applications that use the 
write once read many (WORM) model—which has several applications in the healthcare industry and electronic record 
management systems, for example—the created method has proven to be highly effective. 
 

III. LITERATURE REVIEW 

 
Here are some recent works from 2023 and 2024 that you can consider including in your literature survey on 
developing a file system structure to solve healthy big data storage and archiving problems using a distributed file 
system: 
 
1. "15 years of Big Data: a systematic literature review" (2024) 
The current state of the art in Big Data research during the previous 15 years is summed up in this thorough literature 
review. It offers information on key application areas, noteworthy difficulties, and new research directions. 
2. "Comparative Analysis of Object-Based Big Data Storage Systems on Architectures and Services: A Recent 

Survey" (2024) 
The architectures, services, and prospects for the future of object-based big data storage systems are examined in this 
review study. It aids in differentiating the fundamental traits of object-based storage systems and how they are 
implemented. 
3. "Developing a File System Structure to Solve Healthy Big Data Storage and Archiving Problems Using a 

Distributed File System" (2023) 
An effective methodology for storing medical photographs utilizing a distributed file system structure is presented in 
this research. It emphasizes the system's robustness, easy scalability, and excellent performance. 
 
Big data is information that cannot be managed and stored on a single computer. These days, computers that are part of 
a network and connected to a distributed file system are utilized to administer it. DFSs are divided up into node-based 
clusters. The key characteristics of big data are performance, data security, scalability, availability, robustness, and 
reliability. DFS and network infrastructure are used to overcome big data management issues. The 1970s saw the start 
of DFS-related works [19]. The Roe File System, one of the earliest experiments, was created for network transparency, 
secure file authorization, easy setup, and replica consistency [20]. Another DFS with network transparency, great 
performance, and high reliability is LOCUS, which was created in 1981 [21]. In 1984, Sun Microsystems began 
developing the Network File System (NFS). On UNIX, this system is the most frequently used DFS. Communication 
takes place using remote procedure calls (RPCs) [22]. It is intended to make the Unix file system capable of operating 
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as a "distributed" system. One layer is the virtual file system. As a result, clients can run many file systems with ease, 
and the NFS has a high fault tolerance. Information about file status is stored, and the client promptly notifies the server 
of any errors. While the entire system is replicated via NFS, file replication is not [23]. NFS only allows file system 
sharing; printers and modems cannot be shared. Both files and directory units can be objects to be shared. Every 
application does not have to be installed on a local disk with NFS; they can be shared via the server. Despite this, a 
single machine can operate as both a client and a server. Consequently, NFS lowers the cost of data storage.  
 
OpenAFS [24], CODA (1992), and the Andrew file system (AFS-1983) are all open sources distributed file systems. 
The cluster size of these systems is greater and more scalable. They can also cache the entire file and lessen server 
demand. In order to make CODA more accessible, it replicates on several servers. OpenAFS and CODA support 
MacOS and Microsoft Windows, while AFS only supports Unix. Every client in these systems has the same namespace 
allocated for them. Nevertheless, read-one/write-all (ROWA) architecture is utilized for replication, which has 
restricted capabilities [25, 26]. 
 
In 1997, Frangipani, a new distributed file system with two levels, was created. The virtual drives make up the bottom 
tier. They offer storage services. In addition to being automatically handled, it may be scaled. The Frangipani file 
system is used by a number of machines on the top layer. On the shared virtual drive, these computers operate in a 
distributed manner. The same collection of files can be accessed consistently and collectively through the Frangipani 
file system. Higher performing hardware components and additional storage space are required as the system's data 
usage increases. Due to its availability, the system still functions even if one of its parts fails. There is less need for 
human management as the system expands because the additional components do not complicate management [27]. 
 
Distributed over a network, FARSITE (2002) is a serverless file system. On a network of physically faulty computers, 
it operates in a distributed manner. The system is a distributed file system without a server.  
There is no need for centralized administration. As a result, unlike a server system, there are no personnel expenses. 
The file input/output workload of a desktop computer in a large organization or university is supported by FARSITE. It 
offers scalability through namespace delegation, availability and accessibility through replication, authentication 
through encryption, and decent speed through client caching. Utilizing the advantages of Byzantine fault-tolerance is 
one of FARSITE's primary design objectives [28]. 
 
The CEPH file system, which was described in 2006, sits on top of other systems that do object storage. Data and 
metadata management are separated by this layer. For unstable object storage devices (OSDs), the random data 
distribution function (CRUSH) is used to achieve this. The file allocation table is replaced by this function. CEPH 
transfers distributed data replication, error detection, and recovery activities to local file system-based object storage 
devices. As a result, system performance is improved. The management of a distributed set of metadata is quite 
effective. All filing operations are controlled by the Reliable Autonomic Distributed Object Store (RADOS) layer. To 
test the performance of CEPH, which may operate with varying disc sizes, measurements were made under a range of 
workloads. I/O performance is quite high as a result. Its scalable metadata management has been demonstrated. It can 
process 250,000 meta transactions per second because to the measurements. A scalable, dependable, and high-
performance distributed file system has been created with CEPH [29]. 
 
Hadoop, which includes the MapReduce parallel computing engine and the Hadoop distributed file system (HDFS), 
was created in 2007. Very massive datasets can be analyzed and transformed using the Hadoop platform. HDFS uses 
clusters on regular servers to distribute large data. backs up the blocks on the servers by replicating them in order to 
guarantee data security [30]. Big data is processed and managed using Hadoop/MapReduce. The data is dispersed 
throughout the cluster and made available for processing by the "map" function. The data will be merged thanks to the 
"reduce" function. Hadoop can readily accommodate PBs of data and is scalable [31]. Many large companies use 
Hadoop today. In academic and industrial domains, it is favored. Hadoop is widely used by businesses like LinkedIn, 
eBay, AOL, Alibaba, Yahoo, Facebook, Adobe, and IBM [32].  
 
CalvinFS, a file system with replica property and scalability, was introduced in 2015 and uses an extremely effective 
database for metadata management. It accomplishes this by horizontally dividing the metadata over several nodes. 
Distributed file actions are required to modify the metadata item. Standard file systems are also supported by this 
system. It has been demonstrated that scaling to billions of files is possible with this file system architecture. It can 
simultaneously process millions of readings per second and hundreds of thousands of updates while minimizing reading 
latency [33]. 
 
Mohammed S. Al-Kahtani and Lutbul Karim introduced a framework for scalable distributed systems in 2016 [34]. 
Scaling is done by the system on the central server. As more data is gathered, the server in the suggested structure shifts 
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the data processing workload to additional machines. In other words, when the amount of data increases, the system 
functions in a distributed manner. Similar frameworks include the IdeaGraph algorithm [35], parallel two-pass MDL 
(PTP-MDL) [40], item-based collaborative filtering algorithm [39], recommendation algorithm [40], convex 
optimization [41], locality-aware scheduling algorithm [37], nearest neighbor algorithm [38], and probabilistic latent 
semantic analysis (PLSA) [36]. 
 
An effective electronic health record storage table was created by Yang Jin et al. Using MapReduce, the system also 
does analysis and generates comprehensive statistics values. It is built using HBase, a distributed-column database that 
utilizes the MapReduce framework of the Hadoop distributed file system. The model contains two name nodes and is 
inexpensive. To improve performance, load balancing is also permitted by HMaster and HRegionServer. But it has 
been observed that the system ought to  
endeavor to create HDFS data block replication techniques [41].  
 
There are now two primary categories in which distributed file systems can be thought of or studied:  
•   Massive data storage: To save massive data (data save), use the appropriate file system and cluster structure.  
•   Big data analytics: The condensed and reliable examination of data gathered from nodes using grid computing  
technologies (data mining).  
 

IV. METHODS 

 
This section discusses the state-of-the-art technologies and the related algorithms used in this study. 
4.1. TCP/IP Protocol 
Strict guidelines for message exchange between communicating entities via a local area network or wide area network 
are specified by protocols. Every Internet-connected computer or mobile device has a single, distinct IP address that 
cannot be shared by other Internet-connected devices. By employing packets or datagrams that contain source and 
destination device IP addresses as well as other relevant information, the Internet Protocol (IP) connects endpoints—
which are made up of an IP address and a port number. The User Datagram Protocol (UDP), Lightweight User 
Datagram Protocol (UDP-Lite), Transmission Control Protocol (TCP), Datagram Congestion Control Protocol (DCCP), 
and Stream Control Transport Protocol (SCTP) are among the transport layer protocols required by this IP. The most 
used protocols for internet connections are TCP and UDP. Among the many benefits that TCP offers over UDP are (a) 
streaming, (b) ordered packet transfer, and (c) reliability. TCP/IP is therefore utilized in this project. 
 
4.2. Sockets 
A TCP socket is a process endpoint for client/server communication that is identified by an IP address and port number. 
As a result, a TCP socket is only one endpoint of a two-way communication relationship between two processes; it is 
not a connection. Client and server sockets are the two varieties that have the ability to send and receive. Therefore, the 
way the connection is made is where they differ from one another. While the server socket continuously listens to the 
designated port for client requests, the client sockets establish the connection. A socket library for the.NET framework 
was utilized in this project. 
 
4.3. Windows Services 
 The Microsoft Windows operating system has unique processes known as Windows Services. Services and 
apps vary in that they (a) operate in the background, (b) typically don't have a user interface or communicate with the 
user, (c) are lengthy processes that continue until the computer shuts down, and (d) launch automatically upon 
restarting. Both client-side and server-side (DFS) implementations of Windows service routines were used in this 
project. In order to exchange data, these services also provide socket architectures for clients and servers. 
 
4.4. Encryption 
 The study of using sophisticated mathematical methods to securely transfer data while maintaining the 
confidentiality of information is known as cryptography. Before transmission begins, the data is altered using the 
encryption key, and the recipient uses the proper decryption key to restore the original data. For many years, symmetric 
and asymmetric encryption techniques have been employed with success. Public key cryptography is another name for 
asymmetric encryption. 
 
This is a very recent technique that encrypts plain text using two keys (public and private). While the private key is 
used for decryption, the public key is used for encryption. These two keys were made using unique mathematical 
methods. Everyone can know the public key, but the secret key needs to be on the server side and should not be 
accessible by anybody else. Despite their differences, the keys have mathematical relationships with one another. Since 
having the public key will not help decipher the encrypted data, the private key is kept confidential and is readily 
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shared with the target devices to which the data transfer is to be carried out. As asymmetric key algorithms, RSA 
(Rivest–Shamir–Adleman), DSA (Digital Signature Algorithm), Diffie–Hellman, and PGP (Pretty Good Privacy) are 
frequently employed.  
 
The fastest, easiest to use, and most well-known method that uses a single secret key to both cipher and decrypt the 
associated data is symmetric cryptography, sometimes referred to as "single key cryptography." Blocks or data streams 
are typically encrypted in bulk using symmetric key methods. There are numerous symmetric key algorithms, including 
Blowfish, Stream Cipher Algorithm, Advanced Encryption Standard (AES), and Data Encryption Standard (DES). With 
a key length ranging from 32 to 448 bits, Blowfish is among the fastest block ciphers currently in use. The Blowfish 
algorithm with a key length of 128 bits was chosen for this investigation. 
 
4.5. File Handling Routines 
 An operating system's primary responsibility is to maintain a reliable, quick, and effective file system. 
Operating systems of all kinds attempt to handle physical storage as effectively as possible by dividing it equally into 4 
KB pieces known as clusters. There are essentially two distinct approaches to disk space management. The Unix-based 
bitmap approach is the first. Block storage devices are separated into clusters using this manner, and each cluster has a 
matching one bit, where 0s denote allocated blocks and 1s denote free disk blocks. The number of bits is equal to the 
number of blocks. The accessible, vacant disk blocks for the files that will be added to the file system are located using 
this map structure. Windows-based operating systems also effectively allocate disk space using this technique. This 
technique, known as File Allocation Table (FAT32), identifies used or empty blocks using a linked list data structure. 
The benefits and drawbacks of these two approaches vary. To provide a superior hybrid solution, we combine the two 
approaches. In the header section, we employ a bitmap structure to determine whether or not clusters are empty. A 
linked list-based FAT structure is utilized to keep track of the file chains; these ideas were covered in Section 4. 
 
4.6. Programming Languages 
This project made use of the Microsoft Visual Studio 2017 foundation. Additionally, the entire system was intended to 
be implemented using the C# programming language. 
 
4.7. Brief System Overview and Integration 
 Over the past few decades, medical imaging has advanced significantly. X-rays, computed tomography (CT), 
molecular imaging, and magnetic resonance imaging (MRI) are among the several forms of medical imaging that have 
been created over time. These files are used by HIMS for data transfer, reporting, diagnosis, and treatment. The most 
crucial component of diagnosis and treatment are these pictures, which physicians can use to gain a better 
understanding of a patient's condition. A health information management system that runs on a web server with a static 
IP address is referred to as a client application in this study. 
 
 Three categories best describe the primary theoretical and conceptual frameworks that were employed in this 
study: building distributed file system architecture (the core component of our system), security concerns (for a secure 
connection), and client and server side service-routines. Client-server socket tools have been used to develop client-
service routines (CSRs), data-node service routines (DNSRs), and client-side and server-side secure communication. 
Transmission blocks, seen in Figure 1, are used by these services to exchange data over TCP/IP in JSON data 
structures. For the client application to integrate with the system, library files (DLL files) need to be installed on the 
client application. No matter the size or nature of the medical picture files, the CSR is in charge of sending them to 
DNSR and having them read as needed. Through a secure connection, the CSR transmits the client application's 
requests (HIMS) to DNSR. For replica nodes to search the files, a single, smaller Windows service has also been put 
into place. Additionally, encrypted data transit between the other nodes is provided by this service.  
 
The most crucial component of this work is the server side, a complete kernel service in charge of (a) listening to the 
designated port number for any requests from client applications; (b) verifying the CSR IP value as part of the 
authentication process; and (c) processing requests for reading, writing, and deleting data. 
 
Achieving a strong security level, which comprises (a) a symmetric encryption mechanism; (b) JSON and BSON data 
structures for data transfer; and (c) mostly static IP values of CSR, is another crucial component of the study. 
The created middle layer platform's security has significantly increased as a result of security measures. 
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Figure 1. Windows service routines and JSON packages. 
 

V. RESULTS AND DISCUSSION 

 

This study established a distributed file system for medical big data sets that is fast, safe, serverless, robust, survivable, 
manageable, and scalable. This system, known as the Kırıkkale University Smart Distributed File System (KUSDFS), 
is a smart distributed file system that was created mainly for Kırıkkale University. KUSDFS, like Hadoop, NFS, and 
AFS, is architecturally built to handle massive volumes of data. The following provides a detailed explanation of this 
study's contributions. Nearly 10% of all data produced worldwide now comes from the health sector [42]. All 
transactions should be completed as quickly as feasible or within an acceptable delay period since healthcare software 
systems do not tolerate waiting from the server on which they order an operation. Conveniently completing these jobs 
is a strain for Hadoop and the other alternatives. as they were primarily developed to meet the needs of big data storage 
and to get around grid computing processes using the MapReduce framework. Therefore, the essential factor in our 
study is that Kırıkkale University healthcare software needs to create its own distributed file system. 
 
The system's performance has been assessed by comparison with alternative data processing techniques. The following 
are the features of the comparison systems: 
 
Hadoop  Three data nodes and one name node make up the Hadoop configuration that was used for comparison. Every 
node is running Red Hat Enterprise Linux Server 6.0. Additionally, each node has Hadoop 2.7.2, MongoDB 3.4.2, and 
Java 1.6.0 installed. 
 

CouchBase The well-known NoSQL database system Couchbase is one of the systems that are being compared.  
According to a study by Elizabeth Gallagher, Couchbase is unquestionably just as strong as the other well-known 
NoSQL databases [43]. Each bucket of the system contains 20 MB of clusters. The test computer has 200 GB of storage 
and 6 GB of RAM. In order to compare RDBMS database engines, Microsoft SQL Server 2014 is also chosen and 
installed on the same computer.  
Client apps, data nodes, virtual file systems, and replica nodes are the various parts of the system. 

 

5.1. Client Applications 
 Apps that get file services from the KUSDFS system are known as client apps. Since the programs use TCP/IP 
for all of their queries, they are platform neutral. Applications that require file services just need to have a static IP 
address. This system is frequently used by client programs as a "write once read many" (WORM) method for filing and 
archiving. Installing the Dynamic Link is necessary for any application that wishes to use KUSDFS's filing services.  
library on its system. The following sections provide more details on the possible methods in this system: 
GetAvailableDatanodeIp, ChangePassword, SaveFile, ReadFile, DeleteFile, and GetFileFromReplica. The KUSDFS 
data node, which is designated for the client application, is where it communicates and handles all of its operations. 
Symmetric cryptography techniques are used to authenticate users for secure logins that require a username and 
password. To improve connection security, a static client IP address is also recorded on the server. These applications 
can use multiple data nodes defined on KUSDFS as necessary because there is no cap on the number of client 
applications. This is one of the main ways that our system differs from others. The general structure of our system is 
shown in Figure 2. 
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5.2. Nodes 
Node elements, of which there are two varieties—data nodes and replica nodes—are among the fundamental 
components of the system. Data nodes and head name nodes are typically used in distributed systems. Only the data 
node is used in this work because it inherits all of the head node's functionality. Data loss may result from the crushing 
of the head node in other systems, which typically renders the entire system inoperable [19–32]. These nodes can 
gather data node and server node functions, which makes them highly useful. In this sense, the system's availability and 
resilience are excellent. Even if there is just one node left in the entire system, it can still function. This is one of the 
features our system possesses. 
 
5.3. Data Node 
It is well known that data nodes are in charge of handling and keeping client-provided files. Data nodes and client 
applications interact through TCP/IP network services. Every data node in this project has the same priority level to 
process filing services for the accountable customer. Our dynamic link library software, which runs in the client, uses 
symmetric-key methods to establish a secure connection to data nodes. On the other hand, related data nodes serve 
application servers, which have static IP addresses. It is linked to the data node via this IP. Whether or not it is on the 
registration list, data nodes also manage the IP address of requests. Furthermore, the client has the option to safely 
deliver the encrypted file to the data node by encrypting the desired data using the symmetric key technique. Similarly, 
a high level of security has been attained with both file encryption and static IP with secure authentication. Requests 
from the client will be stored by the data nodes on the virtual file system, which is a sizable file on the data storage 
device. The system's built virtual file structure is one of its most noticeable aspects. Additionally, every data node can 
be used by multiple client applications. The nodes are utilized for file storage in order to ensure effective load 
balancing. Additionally, each data node can serve many client applications simultaneously if the client application is 
connected to numerous data nodes. This characteristic gives the system good availability and scalability. 
 
5.4. System Service Architecture 
 Every data node has a service operating on it to carry out all of the system's functions. Using the server socket 
structure and the port that has been assigned to it (443, which is reserved for HTTPS, but we utilized this port), this 
program listens to the client applications. Upon activating the service routine:  
1. It creates the device list and identifies every data storage device on the computer. 
2. It generates a big, empty file that contains 80% (the ideal file size based on our test and experiment) of every device 
in the list (this file is only generated once for each drive). Figure defines this description.  
3.  A disc header and an array-based bunch list, both with a size of 10 MB, are features of the file that corresponds to a 
computer's disc drive. A bitmap of the bunch list is contained in the disc header, and each bunch—whether or not it is 
part of a file—is represented by one bit in the header. 3. This file's structure is explained as a virtual file system below. 
4.  When enabled, the data node reads the SystemDataFile from the system's initial node. All of the system's data nodes, 
replica nodes, and client apps are fully detailed in this file. It's really little for this size. Every data node receives this 
list from the first node with a consistent IP number upon computer startup, as indicated in Table 1. The system 
administrator then sends the CheckServerList function of the service routine to every data node whenever a new node is 
added to the system or the list is updated. Every client application is linked to the designated data node. The functions 
used are GetAvailableDatanodeIp, SaveFile, ReadFile, DeleteFile, CheckServerList, and GetFileFromReplica. 
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IP Description 

xxx.xxx.xxx.xxx Data 

xxx.xxx.xxx.xxx Data 
xxx.xxx.xxx.xxx Replica 
xxx.xxx.xxx.xxx Replica 
xxx.xxx.xxx.xxx Client Application 
xxx.xxx.xxx.xxx Client Application 
xxx.xxx.xxx.xxx Client Application 

 
5.5 SaveFile 
The data node functions as a load balancer and is also in charge of the client application. The IP address of the 
subsequent data node in charge of file storage operations is sent by this node. As a result, there are two stages involved 
in saving a file. The IP value of the relevant data node is taken from the related data node by the client application 
when it wishes to store the file. As previously stated, a related data node indicates that client applications have a proxy 
node in charge of routing. Before saving the file, as seen in Figure 4, the client obtains from the proxy node the IP 
address of the data node that will house the file. Different data node IPs are provided for SaveFile operations by load 
balance feature. The GetAvailableDatanodeIP method is used to do this task. Using the SaveFile function, the system 
saves the client file to the data node that is almost obtained from the proxy node. The SaveFile function modifies the 
matching bunch in bitmap (a modified version of the Unix bitmap and Windows FAT32 structure) and saves the file in 
its virtual file system with a linked list structure. The client receives a distinct file name that includes the file's data 
node id and starting bunch number as a result of this transaction. In conclusion, the client application obtains the IP 
address of the data node that will store the file whenever it wishes to do so. To store the file in this manner, the client 
transitions to data connection with the destination data node. Data is sent to the head node in head node-structured 
systems, and the head node publishes the data to the data node. The amount of data sent is doubled with this model. due 
to the fact that information travels from the client to the head node before arriving at the data node. The number of 
concurrent connections to the head node is likewise decreased by this kind of activity. However, in our system, the data 
is sent once after the client and the data node that will store the file talk. This maximizes the number of concurrent 
connections. 
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The client that receives these values executes the requests and handles only this data node in the ReadFile and 
DeleteFile commands. The client application uses the GetFileFromReplica command to obtain one of the other copies 
of the file only in the event that the ReadFile operation fails.  
The system administrator sends the CheckServerList command to every node whenever a new client is added to the 
system and the data nodes are altered. 
 
5.6 Virtual File System 
 On the physical device, the system generates a file that takes up 80% of the available space. At this stage, the 
file will create a continuous region on the physical disk, as seen in Figure 3. As a result, less disk I/O will be needed. 
Figure 5 illustrates the bunch structure of this file, which is separated into blocks called bunches of 10 MB. A bunch is 
made up of 50 bytes of the file name and data block, 4 bytes of the client application IP, 1 byte of data identifying 
which replica server is kept, and 3 bytes of the next bunch information. The index number begins at zero, and the 
bunches function just like an array. The disc header contains 200 KB of bitmap data and 3 bytes of data providing the 
bunch size, as seen in Figure 6. The bitmap structure controls whether or not each bunch is empty. Each bunch is 
represented by a single bit, and a "1" indicates a used or reserved bunch; if not, the bunch is empty, indicating that it is 
prepared for usage in the file chain. The size of this bitmap field is 200 KB. Consequently, 16 TB of storage space is 
attained. A 3-byte pointer that stores the subsequent bunch within itself is stored in each bunch. The file chain is used to 
store files larger than a bunch size. Each bunch points to the following data block via a 3-byte next pointer, as seen in 
Figure 7. The index of the following bunch is stored in the pointer. The bunch indicates EOF if this pointer is set to "0," 
meaning it is the last bunch in the file chain. The files that are transferred to data nodes must be stored, read, deleted, 
and backed up. One of the simplest aspects of this structure is that the reading begins with a single disk access since the 
file name is delivered with the starting bunch number of the file stored in the nodes. System performance is quite good 
with this feature. This situation is shown in Table 2. The result of comparing the performance values of KUSDFS with 
other systems is shown in the diagram in Figure 8. 
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File Size (KB) KUSDFS 

(ms.) 
OS (ms.) NoSQL 

(ms.) 
RDBMS 
(ms.) 

Hadoop 
(ms.) 

30 0.01 0.04 0.60 0.75 0.80 
1000 0.92 1.43 2.74 3.15 4.01 
10000 4.40 4.48 8.44 9.97 11.15 
20000 4.48 11.19 18.01 18.16 20.45 
30000 11.36 14.80 27.22 27.80 30.15 
50000 22.60 24.54 43.95 44.08 47.88 

 
 

 

 
 

Figure 8. The response times given by the systems for different file size (ms.). 
 

First off, several client application servers can use the built system. All queries are sent to the client application server, 
which is matched to one of the data nodes.  
(node for data). Multiple client servers can be served by a single data node, increasing the system's resilience. Different 
data nodes may interface with application servers, but this will undoubtedly not have an impact on how well their 
systems function. Multiple client servers can be served simultaneously by each of the system's data nodes. To put it 
briefly, any node in the system can serve as a server upon request. Survivability, availability, and reliability scores are 
quite good with this feature. 
 
When the client-server needs to store a file, it asks the data node for the address of the next data node. The client 
program works with the data node to which it is linked. The file is written to the data node at this IP address by the 
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client-server that receives this address. To the system's data node, the application server writes its files in the correct 
order. Giving the program an IP address is the only responsibility of the data node to which it is connected. Actually, 
this structure is similar to the Hadoop architecture's name node. 
 
5.7. Replica Node 
Replica nodes, which are considerably simpler to process on this system, are also utilized to improve the system's fault 
tolerance in the DFS as an essential backup technique. Initially, these nodes are employed to create copies of the files 
that data nodes store. The uploaded files are sent to replica nodes asynchronously by the data nodes. These files are 
kept in the underlying operating system file structure by replica nodes. The operating system's filing service is 
employed in this case, but no unique file structure or other file processing techniques are applied. Accordingly, replica 
nodes function as known file servers that are only in charge of keeping files on the volume-directory structure of the 
operating system. For DFS, the default replica count was set at three; however, it can be increased to eight for all nodes. 
A service on each replica node is in charge of keeping track of, erasing, updating, forwarding, and searching the 
system's files. SearchFile commands are sent to all replica nodes when a file search occurs or is required in one of the 
data nodes or clients. At the same time, the replica nodes begin searching for the targeted file in their volume structure 
as grid computing, and at the conclusion of the concurrent search process, each node returns the search results 
indicating whether or not the search process was successful. Put differently, when a node requests to search a file, 
SearchFile messages are sent to all of the replicas. The replicas then operate in parallel, and the result is sent to the data 
node that made the request. Replica nodes process ReplicaWrite, ReplicaRead, and ReplicaDelete commands, which 
indicate the activities performed on a file during writing, reading, deleting, and updating on the replica, in addition to 
conducting file searches node, in turn. 
 
5.8 Functional Features 
1.Instead of employing name nodes, serverless architecture is chosen. The term "serverless" does not imply that there 
are no servers or that they are not in operation. This simply implies that we don't have to think about them as much 
anymore [44]. The data nodes at the same level are simultaneously regarded as serverless hierarchically. The four nodes 
utilized in this study support various client application kinds' file storage needs. The system will automatically direct 
the client to the other data nodes if any of these nodes are disabled. In this manner;  
• The term "serverless" does not imply that servers are no longer used. It merely indicates that developers shouldn't give 
them as much thought anymore. Without needing to work within physical constraints or capacities, computing 
resources are employed as services.  
• Several sources, such as multiple hard drives, can be used on the same computer. 
2.Businesses require small and medium block sizes. Hadoop and the others are typically set up for a block size of at 
least 64 MB. This makes it challenging to find a great option for small and medium-sized big data problems, which 
leads to those not being available.  
3.The issue with name node crash recovery has been resolved. Due to the absence of a name node, the system has a 
very high fault tolerance. 
4.The underlying operating system has created a virtual file system that is simple to handle. The bunches, which have a 
constant size of 10 MB, were managed using a combination of bitmap and linked list structures.  
5.Client programs that provide us with adequate performance gain save the file's start address. 
 6.Our system's most crucial feature is that every data node can function as a server for any application. To put it 
another way, any computer in the system has the ability to serve files. 
 7.Every node in the cluster has access to all IP lists that include data nodes, replica IPs, and secure connection IPs.  
 
Non-functional specifications that KUSDFS have: 
1.Performance (reading): We have attained very good performance when compared to other systems in terms of data 
processing speed.  
2.Scalability: Because of its features, adding new nodes to the system merely requires installing the service application. 
The system is built to support thousands of nodes in this manner.  
whereas it can function with multiple nodes according on the requirements of the institution.  
3.Survivability is the ability of the system to endure and continue to perform its essential activities in spite of all the 
negative effects. The designed system is capable of functioning even when at least one node is active.  
4.Availability: the system's ability to consistently and successfully deliver its services. The designed system has been 
used for this. The system has a great chance of surviving, especially given there isn't a name node.  
5.Security: To increase the system's level of security, synchronous encryption and static IP addresses were employed.  
6.Minimum cost: The system's data nodes are standard computers without any special features. 
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VI. DISCUSSION 
 
Big data has long been a topic of intense interest in many different domains, particularly in the medical industry. 
Researchers have recently become more interested in leveraging the Hadoop environment to manage this issue. 
However, a large portion of the study to far has been descriptive in character, describing how MapReduce activities or 
data analytics methods are applied to the data. It has not, however, addressed what will be done for effective data 
storage with minimal internal fragmentation for the demands of small, medium, and large institutions.  
It is intended that this study will advance our knowledge of problem-oriented stand-alone solutions. 
The distinctive strengths of this study are: 
1.Performance in reading and writing because of the hybrid architecture.  
2.By using no-name nodes and treating each node as a server, robustness and availability are achieved. 
3.ideal load distribution.  
4.successful incorporation of inexpensive, common hardware components.  
5.Use 128-bit symmetric cryptology to establish a secure connection.  
6.Installing the library files on the node allows for simple scalability.  
7.Using a block size of 10 MB makes it appropriate for healthcare facilities. The system's advantages, disadvantages, 
and strengths are displayed in Figure 9. 
 

 
 

Figure 9. SWOT Analysis of the proposed system. 
 
The limitations of the present study naturally include: 
1. No grid computing infrastructure.  
2. 10 MB is the fixed bunch size.  
3. Static IP address changes result in brief system outages, although this only affects client applications and has no 

bearing on system availability.  
4. Four nodes in a constrained test environment.  
5. Symmetric cryptography uses a single key to function, and its security depends on the key being kept secret.  

 
The benefits and drawbacks of this study are so examined below. Future studies will be cruciato addressing the 
shortcomings of this system.  
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VII. CONCLUSIONS 
 
In this study, we developed fast, secure, serverless, robust, survivable, easy to manage, scalable distributed file system 
especially for small and medium size big data sets. The designed smart distributed file system (KUSDFS) was 
developed for Kırıkkale University. The system is an independent system platform opposite of most distributed 
systems. It uses the TCP/IP protocol. Server nodes, head nodes, or name nodes are not used. The system is serverless. 
In this way, the survivability of the system is ensured. When a data node does not work properly in the system, other 
nodes can execute the requests. An unlimited number of data nodes can be added easily to the system when needed only 
by installing windows service routine to the node. It is the superiority of the system compared with other systems. 
 
 Similar to other distributed file systems, system security is at an acceptable level. There are two methods to 
get this. Encrypting the data that the application software delivers to the data nodes is the second step, after verifying 
the IP addresses of the client computers that are serviced by the data node.  
 Our system has better load balance performance than existing distributed file systems since a data node can 
serve several clients. Similarly, a client has the ability to upload data to several data nodes.  
 
 The "bunch" and "disc header" data sets make up a disk in the system that was built. The number of bunches 
on the disc and whether the bunch is empty using the bitmap structure are stored in the disc header. A bunch contains 
the data itself, the IP of the client application that loads the data, the next bunch, and the data replicas. Each bunch can 
refer to the subsequent bunch that is a part of the file chain using the file system that has been designed. 
 
 The operating system file operations system calls—known as APIs in Windows—are used in the replication 
process. Asynchronously, data nodes communicate the files they have uploaded to themselves to the replica nodes. 
 
 The designed distributed file system is compared with other filing systems. According to of our analysis, our 
system performed 97% better than the NoSQL system, 80% better than the RDBMS, and 74% better than the operating 
system. 
 
 KUSDFS may eventually integrate with Kırıkkale province's healthcare facilities. The institutions' expenses, 
workload, and technological requirements will be at their lowest at this stage. By simply installing library files, users 
can access and integrate with the system without creating their own archiving systems. Healthcare-specific, the 
designed system has a set bunch size of 10 MB. Future research may build a dynamic bunch size to accommodate 
disparate applications with varying file sizes and types. Functionalities from grid computing might also be added to the 
system to increase its processing speed and power. Future research on this topic is crucial. Furthermore, GPUs, which 
have been increasingly popular in recent years, can be incorporated into the system to improve grid performance and 
provide a more specialized distributed computing platform. To prove this property, however, more research on this 
subject is needed.  
 
Contributions from the Author: A.E. designed and organized the system. M.Ü. conducted a literature search, assisted 
with experiments, and examined test results. The mechanism was put into place by both authors, who also wrote the 
paper, reviewed, and approved the text that was submitted. 
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